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Stochastic optimization programs related to decision-making with the uncertainty of the data problems of a time period
to the next time period. Type of study object of this program is a random optimization problem, where the results of random
data is not revealed at run time, and the decision will be optimized not have to anticipate future results (non-anticipation). It is
closely related to the optimization of 'real time' which is the optimal decision 'here and now' in an environment of incomplete
data (or uncertain).

Some researchers have filed completion method of chopped stochastic programs, with a different approach. In the two-
stage method with recourse simple chopped, the approach based on the formation of the set of the second stage convex
functions, which is the special structure of the second stage (Klein-Haneveld, et. al., 1996). In-decomposition-based approach,
where the first and second stage variables are binary, the approach is a branch-and-bound, in which the function value
approaches optimality slicing the second stage, not convex for binary completion of the first phase have been obtained Laporte
and Louveaux (1993). Sen and Higle (2003) developed a decomposition based algorithms to solve two-stage Chopped Stokastic
Program (CSP) problems, emphasizing on the decomposition of chopped variables that appear in the first and second stage.
Sheralli and Fraticelli (2002) examines the related approach in which the reformulation-linearization technique is used in the
decomposition scheme.

Caroe and R. Schultz (1999) use of scenario decomposition approach of Rockafellar and Wets (1991) to develop a branch
and bound algorithm to solve the two-stage CSP. The lower limit derived from the Lagrange dual, derived by doubling the
constraints of non-anticipation. Subproblema dual Lagrange associated with the scenario and include variables and constraints
of the first and second stage. Subproblema is more difficult to solve than the Benders decomposition based method. Although
dual Lagrange provide strict limits, the solution requires the use of methods and results subgradien difficulty in computing.
Ahmed et al. (2003) also filed a branch and bound algorithm for the two-stage PSC with chopped-mix variables in the first stage
and chopped-pure variables in the second stage. Reformulation done to exploit the special structure that emerged from the
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